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FOREWORD

The research carried out under contract number
NAS 2-2366 with the NASA Ames Research Center has been accom-
plished in cooperation with the department of Radiology of the University
of California at I.os Angeles. The program has been under the direction
of Dr. Norman A. Baily, Manager, Space Sciences Department of the
Hughes Research Laboratories and Professor of Radiology in Residence
at the University of California at Los Angeles. Other personnel assigned
or contributing to this program were Mr. Jerald W. Hilbert,
Mr. Frederick W. Cleary, and Mr. Wesley M. Akutagawa of the Space
Sciences Department of the Hughes Research Laboratories, and
Dr. Raymond L. Tanner, formerly of the Department of Radiology of
the University of California at Los Angeles.

Availability of the cyclotron beams has been made possible
through the cooperation of Professor J. Reginald Richardson of the
Department of Physics, University of California at Los Angeles, and
Mr. Andrew Koehler of the Harvard University Cyclotron Laboratory.
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I. INTRODUCTION

This research program was undertaken to develop methods
and apply these to the measurement of radiobiologically significant
dosimetric quantities to be used for the evaluation of radiation hazards
associated with manned space flights and for the evaluation of high energy
proton irradiations of cells and whole animals. The effects of radiation
depend not only upon absorbed dose, its gross distribution within the
biological entity under study, and the absorbed dose rate, but also upon
the manner in which energy is deposited on a microscopic scale within
the absorbing material. This is evident from the fact that radiations of
different linear energy transfer (LET) will produce different biological
effects even when the absorbed dose and dose rate are identical. Many
studies have attempted to relate relative biological effectiveness (RBE)
to the LET distribution of the dose within the biological entity being
observed. Pioneering work in this area was done by Rossi and
co-workersl:2 using spherical energy sensors for the determination of
LET spectra. However, inherent limitations of the LET concept have
been brought out through their work and they have proposed several
alternative parameters3-5 which are more directly pertinent to the
study of frequency distributions of the energy deposition in truly micro-
scopic volumes. Further studies by us have shown that for charged
particles, additional modifications of these concepts are necessary.

The absorbed dose at a point is defined only when the
absorbed energy divided by the mass reaches a constant ratio for suc-
cessively smaller volume elements containing the point. However, this
constant value must obtain for volume elements still large enough to con-
tain a great many individual particle interactions, otherwise significant
statistical fluctuations in this quantity will appear. Since energy is im-
parted to the medium by discrete interactions in or near charged particle
tracks it is evident that the absorbed energy density may have large
variations on a microscopic scale even when the absorbed dose is quite
uniform over macroscopic volumes. A knowledge of these local energy
density variations (i.e., the probability that any given biological micro-
volume has received a given amount of energy) is essential for funda-
mental studies in radiobiology, since it must be assumed that the energy
instrumental in inactivating a cell originates in a volume which is cer-
tainly no larger and probably a good deal smaller than the cell.

‘This research program thus represents an effort to define
both the macroscopic and microscopic distribution of dose deposited by
high energy protons in tissue with a view toward expanding the basic
ideas inherent in Rossi's concepts and, if possible, developing improved
concepts and methods while studying fundamental parameters. It is
apparent that one meaningful way of expressing these concepts must
certainly be the energy deposited per event in a biologically meaningful
volume of proper size and shape. It is hoped that a complete understanding



of the relation between microscopic absorbed energy distributions
(particularly the very large energy loss tail found to be characteristic

of these distributions) and biological effect might lead to a general model
of radiation damage which would, for example, allow predictions of pro-
ton or other heavy particle induced damage based on the widely studied
and documented effects of x-rays on biological systems.

Studies of the center line depth dose distributions for high
energy protons are designed to elucidate the distribution of absorbed
dose on a macroscopic scale. It is felt that direct measurement of
absorbed dose distributions for high energy protons is of considerable
importance not only to future related experimentation with tissue-
equivalent proportional counters and solid state detectors but for the
evaluation of related radiobiolagical problems as well. During the past
year, studies of the center line depth dose distributions have been ex-
tended to two additional energies. These beams, both obtained at the
new NASA Langley cyclotron, had energies of 300 MeV and 590 MeV.
Because of difficulties in extracting beams with satisfactory uniformity
characteristics, only limited data were obtained. Center line depth dose
data were obtained to depths of approximately 18 cm and 9 cm for the
300 MeV and 590 MeV beams, respectively. Since the observed distri-
butions are consistent with data obtained at other installations at both
higher and lower energies, it is not planned at this time to obtain more
complete data at these energies.

\The second and major aspect of the work during the past
year has been'concerned with the development and application of methods
for determining microscopic dose distributions. Such distributions con-
sist of the energy deposited per event in biologically meaningful volumes.
The aim in this phase of the study is to perfect several tissue-equivalent
proportional counters with various shaped collecting volumes which may
be used to simulate a wide range of tissue volumes, and to determine the
microscopic dose distributions in these simulated volumes for various
proton fields. In addition to being of primary importance for radio-
biological interpretation of radiation damage, such distributions can also
be used to evaluate the distributions obtained in small similarly shaped
solid state detectors, which may be useful for studies of high energy
proton energy deposition spectra occurring in anatomical situations in
which the use of proportional counters would be impossible due to their
inherently large physical dimensions. In order to obtain meaningful
microscopic dose distributions directly using low pressure proportional
counters, however, several criteria must be satisfied. Specifically,
both the collection efficiency and the gas multiplication must be uniform
at all operating pressures and voltages independent of the path taken by
particles passing through the chamber volume. As was reported in the
last Summary Technical Report, extensive testing showed the initial
electrode design for the 2-inch diameter spherical counter to be




deficient, resulting in poor collection efficiency in the outer portions of
the chamber volume. A number of new electrode designs have since
been examined using the brass test chamber. The final design consists
of a 0.003-inch diameter wire stretched completely across a diameter of
the spherical volume, with a voltage on the field shaping electrodes which
is approximately 36% of the operating voltage on the center electrode.
This electrode design has been thoroughly tested using a-particles in the
brass test chamber, and in the Shonka tissue-equivalent proportional
counter using protons from the UCLA cyclotron.

Uniformity of volume response is an obvious requirement
for use of the tissue-equivalent counters with moderately high energy
protons, where the entire counter will be exposed. At lower or higher
proton energies, however, a different approach must be used, since a
monoenergetic parallel beam of protons sees different effective wall
thicknesses when impinging upon different portions of the counter,
resulting in differential energy losses or cascade production in the
counter wall, and thus different energy protons entering the counter's
sensitive volume. Several experimental methods have been examined
which would allow proper determination of the frequency distribution of
the energy deposition along individual pathlengths, and yield the whole
counter (microvolume) response by the proper folding together of the
individual partial responses. Several preliminary experiments were
undertaken to determine the importance of multiple coulomb scatter and
the importance of delta rays which produce their ionization in parts of
the sensitive volume not along the path of the primary protons, in order
to decide on the approach to be taken. Preliminary absorbed energy
distributions, for one effective sphere diameter (l1.18 microns of tissue),
have been determined as a function of depth in Shonka tissue-equivalent
plastic, for protons with initial energies of 44 MeV and 125.5 MeV.

\A careful study has also been made of the energy loss
distributions for essentially monoenergetic protons over a wide range of
effective pathlengths. The highly assymetric shapes of the observed
energy loss distributions are characteristic of situations in which the
mean energy loss over the pathlength considered is comparable to or
less than the maximum possible energy transfer in a single collision
with an atomic electron, and have been predicted theoretically by
Landaub® and Vavilov.? However, the experimental distributions are
slightly wider than those predicted by L.andau-Vavilov theory even for
the largest mean energy loss studied, becoming much wider at very
small mean energy losses. It has been determined that this discrepancy
disappears if the effect of distant resonance collisions with the atomic
electrons, ignored by the Landau-Vavilov theory, is included. This
correction was developed by Blunck and Leisegang. 8 A computer pro-
gram has been developed to unfold the broadening due to electronic noise.
statistics of initial ion pair formation, and electron multiplication
statistics from the experimental distributions.




1I1. CENTER LINE DEPTH DOSE STUDIES — HIGH ENERGY
PROTONS

Studies of the center line depth dose distributions found in
tissue due to protons are designed to elucidate the distribution of ab-
sorbed dose on a macroscopic scale. The extrapolation chamber tech-
nique and experimental procedure utilized for these measurements were
discussed in detail in a previous summary report. In brief, the meas-
urements consist of the absorbed dose as a function of depth in a poly-
styrene phantom. The absorbed dose is measured with an extrapolation
type ionization chamber. Currents were measured using a modified
Townsend balance circuit by integrating the charge collected for a fixed
time set by the requirement to collect a standard charge on a transmis-
sion type ionization chamber. This phase of the study has been extended
during the past year to proton energies of approximately 300 MeV and
590 MeV. Both of these beams were obtained at the new NASA Langley
cyclotron facilities. Extreme difficulties were encountered at both
energies in attempting to obtain a uniformly spread beam, leaving little
time to obtain the center line depth dose data and no time at all to ex-
amine the scattering characteristics at these energies. However, pre-
liminary data were obtained at each energy by locating the center line
in the center of an area which appeared uniform over at least 2-3 inches
on the basis of polaroid film exposures. A planned detailed mapping of
beam uniformity using a small ion chamber was not possible due to lack
of experimental time. The beam transport system requires study and
modification before it will be useful for radiobiological purposes. The
resulting center line depth dose data obtained with the extrapclation
chamber are shown in Fig. 1, (curves C and D), along with the previous
data for 630 MeV and 730 MeV protons. It will be seen that these
curves are completely consistent with the data previously obtained in
this high energy region.

A thorough discussion was included in the last summary
technical report of the factors of importance to an accurate conversion
of the experimental data into relative absorbed dose as a function of
depth in tissue. At that time it was pointed out that one of the major
uncertainties in the conversion is the uncertainty, for low energy protons,
in W, the average energy required to produce one ion pair in air, and
in the relative stopping powers of air, polystyrene and tissue. At that
time it was assumed that for protons completely stopped in the phantom
material a significant fraction of the charged particle flux at the charac-
teristic dose peak would have energies in this low energy range. How-
ever a recent study by Raju9 of the distribution of particle energies at
the position of the Bragg-peak indicates that this is not the case. This
study concludes that the model energy of heavy particles at the Bragg-
peak position is approximately 10% of the primary beam energy. A
study of the energy distribution at the Bragg-peak positicn for an initially
49 MeV, proton beam shows, for example, a model energy of 4.9 MeV,
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with most of the protons having energies between 2 MeV and 8 MeV,
over which range the stopping powers and W are fairly well known. .
Therefore, the uncertainty in these quantities at very low energies does
not at all affect the features of the center line depth dose curves of
practical importance, namely the position and relative height of the
dose peak, making the conversion straightforward. Since the data at
590 MeV and 300 MeV is completely consistent with the data previously
obtained at high energies, there are no plans at this time to attempt to
obtain more exhaustive data at these energies.



I1I. MICRODOSIMETRY
A. Counter Design

Microscopic dose distributions depict the variations in the
amount of energy deposited per event in biologically meaningful volumes,
where the term event refers to the passage through the volume of interest
of a single charged particle along with its secondaries. Since enrgy is
imparted to tissue by discrete interactions in or near charged particle
tracks it is evident that the absorbed energy density may have large
variations on a microscopic scale even when the absorbed dose is quite
uniform over macroscopic volumes. A knowledge of these local energy
deposition variations is essential for an understanding of the biological
action of radiation, since it must be assumed that the energy instrumental
in inactivating a cell originates in a volume which is certainly no larger
and probably a good deal smaller than the cell. The volume most
amenable to a simple interpretation is, of course, a sphere, which was
originally analyzed by Rossi et al. 1-5 However, there obvicusly are
biological volumes of interest which are more closely approximated by
other shapes such as, for example, a cylinder. BevanlO has recently
suggested parameters analogous to Rossi's Y and Z for a cylindrical
volume. The aim in this phase of the study was to simulate tissue vol-
umes of various biologically significant sizes and shapes using tissue-
equivalent proportional counters, and to determine the microscopic dose
distributions in these simulated tissue volumes for various proton fields.
In addition to their importance for radiobiological interpretation of
radiation damage, such distributions may be used to evaluate the distri-
butions obtained in very tiny similarly shaped solid state detectors which
may be useful for studies of high energy proton energy event distributions
occurring in anatomical situations in which the use of proportional counters
would be impossible due to their inherently large physical dimensions.

In order to obtain meaningful microscopic dose distributions
directly using low pressure proportional counters several obvious cri-
teria must be satisfied. Specifically, both the collecticn efficiency and
the gas multiplication must be uniform at all operating pressures and
voltages for ion pairs formed by particles passing through any portion of
the chamber volume. Much of the experimental work in the initial
phases of this program was concerned with developing a satisfactory
electrode design for the 2-inch diameter, spherical, tissue-equivalent
proportional counter. The counter is used as a flow counter with a gas
filling composed of an equimolar mixture of He and CO,. The testing
methods developed during examination of the initial electrode design of
this program and the deficiencies discovered in this design have been
discussed in detail in the previous Summary Technical Reports. A num-~
ber of electrode designs have been examined nsing the hrass tesft cham-
ber. All of these designs have involved a very small diameter wire
stretched completely across the spherical volume. The parameters which
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were varied were the wire diameter, the physical structure of the wire
supports, including the size and location of the electric field shaping
electrodes, and the voltage applied to these field shaping electrodes.

The most optimum design examined consists of a 0.003-in.
diameter stainless steel wire stretched completely across the chamber
diameter with a potential placed on the field shaping electrodes which is
approximately 36% of the collecting potential placed on the center elec-
trode. A very similar design was previously reported to give pulse
heights at all test points within 8% of the expected values. Hcwever,
further testing revealed that this pulse height distribution was not repro-
ducible if the chamber was disassembled and then reassembled between
tests. After several attempts to improve the situation by varying the
field shaping electrode diameter, it was finally determined that the rel-
atively good pulse height distribution obtained in the one test was an
artifact caused by the chance positioning of what turned out tc be an
unsymmetrical end support. The non-symmetry was caused by the gas
inlet and outlet channels, which consisted of a slice along one side of the
center insulator and thus exposed more guard ring at this point. The
end supports were subsequently redesigned to eliminate this non-symmetry
by flowing the gas through two small holes through the center insulator.
The distribution of pulse heights obtained in the brass test chamber with
this final electrode design, using 1050 volts on the center wire and
382 volts on the field shaping electrodes, is shown in Fig. 2. The values
plotted represent the ratios of the experimental to theoretical pulse
heights (using the pulse height produced by particles traversing a
diameter) for the various pathlengths. The values in parentheses are
the resolutions (FWHM) of the alpha peaks. Although points G and E
differ from the theoretical values by about 15% and the resolution at
point E is poor, it is thought that this pulse height distribution is satis-
factory for its planned application since the distribution in the rest of the
chamber, representing most of the sensitive volume, is quite good. In
addition, it should be pointed out that although the resolution at E is a
large percentage increase in the case of the alpha particle test pulse
which has an inherent theoretical resolution of the order of 20%, when
one is measuring pulses from particles leaving much less energy in the
sensor, and hence with much larger inherent resolutions, this degree of
counter resolution is not a serious problem.

This electrode design has been incorporated into the 2-inch
diameter tissue-equivalent, proportional counter (see Fig. 3) and tested
using both 140 keV x-rays and protons from the UCLA cyclotron. The
tests performed on the counter using x-rays were designed to ensure that
complete collection was attained from all parts of the spherical volume,
and also to determine absolute gain figures over a range of normal oper-
ating voltages and gas pressures. Complete collection was verified by
exposing the whole counter to a constant x-ray intensity and measuring
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the current as a function of voltage on the collecting electrode. For

the x-ray intensity used, saturation was achieved at about 100 V on the
center wire. The absolute gas gain at the center of the counter (with
the field shaping electrodes grounded) was measured by collimating an
x-ray beam and letting it pass along a diameter of the counter perpen-
dicular to the center electrode. The current obtained as a function of
voltage, divided by the saturation current, both normalized to the same
x-ray output, is by definition the absolute gas gain at the center of the
wire. Representative curves are shown in Fig. 4. The gain was
measured only at the center of the wire and with the field shaping
electrodes grounded. The relative gain throughout the counter sensitive
volume can much more conviently be studied independently for those
pressures and operating voltages of interest using alpha particles, and
can be converted to absolute gain by reference to any one point on these
absclute gain curves. Data of this type are important for correlation of
energy deposition spectra taken under different conditions.

The rest of the experimentation performed with the new
electrode design in the tissue-equivalent proportional counter has been
done using high energy protons. The response of the counter to passage
of monoenergetic protons along a single pathlength may be examined by
positioning a small frontal area (= 0.15 cm?2), silicon, lithium-drifted,
p-i-n detector (thick enough to step a 55 MeV proton) directly behind
the proportional counter and operating it in coincidence with the pro-
portional counter. The coincidence circuit uses the output of a variable
discriminator level Schmitt trigger to open a prompt coincidence gate
in the pulse height analyzer, the Schmitt trigger being actuated by the
signals originating in the p-i-n detector. Since the discriminator level
in the Schmitt trigger circuit is set to be actuated only by pulses due to
peak energy protons, the energy loss distribution obtained from the pro-
portional counter is due only to protons which pass along a well defined
straight line path through the counter. The p-i-n detector is also used,
of course, to examine the energy characteristics of the proton beams.

The broad, highly assymetric shapes of the energy loss
distributions observed in the counter are characteristic of a situation
in which the mean energy loss over the pathlength considered is com-
parable to or less than the maximum possible energy transfer in a single
collision with an atomic electron and are adequately described by theo-
retical treatments, as will be discussed in detail in the next section.
However, before a detailed comparison with theory was attempted, a
number of experiments were performed to insure that there was no
significant distortion of the distributions due to some improper elements
in the experimental situation itself. It was initially suspected that
scatter and/or proton interactions in the 1/16-inch tissue-equivalent
walls of the chamher might tend to distort the distributions. To examine

this possibility, the brass test chamber was equipped with very thin
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(0. 00025'") windows and used in the same coincidence scheme, the
effective proton beam passing along a diameter perpendicular to the
center electrode, and the resulting energy loss distribution examined
under the same conditions. The distribution was essentially the same

as that observed through the center of the tissue-equivalent counter.
Since the thin windows used in this chamber were observed to bow
slightly into the chamber it was determined beforehand that this did not
affect the field enough to cause the chamber resolution to deteriorate, by
simply passing a collimated alpha beam through one of the thin aluminized
mylar windows and observing that the resulting resolution had not
changed appreciably from that obtained without a window.

Another possibility examined was that the energy deposition
spectrum might be distorted due to pulse pileup and space charge effects.
Using a previous electrode design, deterioration of the counter response
was observed at high proton fluxes. At that time the coincidence peak
was completely obliterated at an average flux of approximately
9000 proton/cm&/sec. It should be pointed out that this is actually a
very high instantaneous counting rate. Since the pulsed beam from the
cyclotron is about 3 nanoseconds long with 35 nanoseconds between
pulses, the instantaneouszproton flux is about ten times the average, or
about 90, 000 protons/cm*®/sec in this case. In addition, since the whole
counter, with an area of about 20 cm?, was receiving protons, the in-
stantaneous counting rate at which the coincidence spectrum was oblit-
erated was actually 1.8 x10°/sec. In order to determine if the coinci-
dence spectrum was being broadened by this effect, even at the lower
counting rates for which the newer coincidence spectra were collected,
it was decided to examine the resolution of the peak as a function of
counting rate. Variation of the instantaneous count rate by a factor of
about 50, from 75,000 counts/sec to 1600 counts/sec, did not change
the pulse height distribution by any discernable amount. Since the lower
count rate is sufficiently low to preclude the possibility of pulse pileup,
this effect cannot be causing any distortion of the distributions.

It will be recalled that previously it had been necessary to
position our counter system outside of the main beam and lock at the pro-
tons scattered at an angle from a thin target. In that situation the inten-
sity of the main energy peak which results from the elastic scatter off of
a carbon target, for example, varies quite rapidly with angle. An addi-
tional problem is introduced by the presence of lower energy, lower
intensity peaks due to inelastic scatter. To overcome these difficulties,
a method was worked out with the assistance of cyclotron personnel
which resulted in extraction of a spread proton beam of low enough in-
tensity to permit placement of the proportional counter directly in the
beam. The examination of resolution as a function of intensity described
above was actually done under these conditions. Tt is interesting to note,
and of considerable importance to subsequent experiments, that with our

15
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experiment positioned directly in the main beam it was found possible
to effectively collimate the proton beam with a very simple collimator,

although this had proved impossible in the previous geometry. Apparently

in the previous setup the low intensity scattered protons arriving at our
counter were completely overwhelmed by radiation due to interactions of
the much more intense main beam with the foil of the vacuum windows,
air, etc. The effectiveness of the collimator in this geometry makes it
possible to collect pulse height distributions due to essentially mono-
energetic protons passing through a fairly well defined path without using
the coincidence setup. The comparison of spectra obtained with and
without coincidence permits a number of experimental parameters to be
examined.

The resolution of the counter itself has been examined using
the brass test counter. Under optimum conditions, the resolution
(FWHM) of the peak due to Am-241 alpha particles (5.48 MeV) passing
across a diameter with a pressure of 20 Torr, has been found to be
16. 6% after removal of the noise broadening. The mean energy loss as
computed using the tables of Barkas and Bergerll is 102 keV. Taking
into account the broadening due to fluctuations in primary energy
loss, 7» 12-14 and the statistical deviations due to variations in primary

ionization and electron multiplication, yields a theoretical value of 16. 8%.

The resolution was also examined by increasing the counter pressure

(~ 600 Torr) until the a-particles were completely stopped in the sen-
sitive volume. After correction for noise broadening, a resolution of
5.7% was obtained. A statistical treatment combined with the experi-
mental results of Campbell and Ledingharn15 shows that the inherent
resolution for the experimental conditions used should be 0.5%. The
difference between the experimental and theoretical results might be
attributed to a number of sources including source thickness, collima-
tion distortion of the energy spectrum entering the chamber, loss of high
energy 0 rays to the walls, and nonuniformities in the central wire.
However, even if the entire difference is due to counter resolution,

these results show that the inherent counter resolution, added in quadra-
ture, would distort the broad energy loss distributions of interest insig-
nificantly. '

B. Examination of Proton Energy Loss Theory

Numerous tests conducted with the tissue-equivalent
proportional counter, using the He-CO2 (50/50 molar) gas mixture at
a pressure of 20 Torr, consistently resulted in very broad energy loss
distributions for protons passing along a diameter of the counter. The
highly assymetric shape of the energy loss distributions thus obtained
(see Fig. 6) is characteristic of a situation in which the mean energy
loss over the pathlength considered is comparable to or less than the
maximum possible energy transfer in a single collision with an atomic




electron, ¢,,. However, 1n1t1al comgarlson of the experimental results
with the widely used Landau®-Vavilov theory describing such a situation
showed the experimental distributions to be considerably wider than pre-
dicted. Further examination of the literature of energy loss distributions,
however, has shown that application of a correction to the L.andau theory
for the effect of distant resonance collisions with the atomic electrons,
developed by Blunck and Leisegang,8 leads to good agreement with the
experimental results.

The energy-loss straggling of charged particles traversing
a thin layer of matter has been treated theoretically by a number of
workers. In 1944, Landau® first derived the rigorous equation for the
energy-loss distribution function, and solved it analytically in the limit
of a very small mean energy loss compared to the maximum possible
energy loss per collision. In 1957, P. V. Vavilov published a rigorous
solution to the energy loss distribution function without imposing this
restriction. ! The resulting distribution depends on the velocity of the
charged particle and on a parameter K,

K:i
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where

4 2
g:ZﬂezNZX

2 2
mv

where

(¢]
i

charge of the electron,

n

particle charge number,

number of a,toms/cm3 of the material,

atomic number of the material,

electron mass,

particle velocity,

M <« B N Z n
[}

and

pathlength in cm.

Thus K is indicative of the ratio of the mean energy loss over the path-
lengih under consideration to the maximum possible cnergy iuss per
collision. For K = 0.01, the Vavilov distribution reduces to the Landau
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distribution while for kK = 10 it becomes a Gaussian distribution.
Vavilov's distribution, has recently been very conveniently presented
in the form of tables by Seltzer and Berger. 1

In 1950, Blunck and Leisegang® considered quantitatively
the problem of a correction to the shape of Landau's distribution due to
losses to bound electrons, where the amount of energy transferred is of
the order of the binding energies of the various atomic shells. They took
into account the second moment of the resonance collision spectrum by
summing over all bound electrons and their associated ionization energies,
and predicted that significant broadening of the energy-loss distribution
should occur when their parameter b2 is greater than three:

2 208z%/3

b™ = gz

where all energies are expressed in electron volts. They also showed
that Landau's solution was equivalent to neglecting all moments of the
collision spectrum but the first. While this correction was originally
applied by Blunck and Leisegang to Landau's solution, as shown by
Fano, ! 7 ‘it may equally well be applied to the solution of Vavilov.
Unfortunately, the resulting expression involves a rather difficult and
tedious integration to make the correction, and no attempt has been
made, to our knowledge, to perform a numerical quadrature of this
expression or produce tabulated values, thereby making the corrected
theoretical distributions readily available for direct comparison to ex-
periment. We did not consider it worthwhile at this time to write a
computer program to make such corrections. As will be shown presently,
this correction is of considerable importance for the distributions of
interest to us.

~ Since for the conditions initially examined by us K ~ 0. 001,
we obviously were in a region in which the '""Landau-type'' distribution
would be expected, but the experimentally determined resolution (FWHM)
was of the order of 2-1/2 times that predicted by the theory and exten-
sive testing had indicated that the proportional counter was operating
properly and that the experimental parameters were such that it should
have been correctly measuring the desired energy loss distribution.
While at this time we were not aware that the Blunck-Leisegang theoret-
ical treatment would properly predict the energy loss spectrum for a
situation in which the mean energy loss is so small that losses to bound
electrons significantly affect the resulting distribution, it was obvious
that we were operating in a region in which one of the conditions for
applicability of the Landau-Vavilov formulations was violated. Both of




these formulations require that §/eo > 1, where e, is a characteristic
energy of the order of the mean electron binding energy. For our gas
mixture ¢, = 13.5 eV, computed as recommended in NBS Handbook 79.18
Therefore £/e¢;~ 9 and this condition is not met. Therefore the simple
Landau-Vavilov theory is not applicable. In order to insure, therefore,
that the proportional counter was, in fact, correctly measuring the energy
loss distribution, it was decided to examine the counter response over a
range of pressures in which all the conditions are met for the validity of
the Landau-Vavilov treatments. This resulted in'a series of energy loss
distributions which, it turns out, serve as a very nice check on the
Blunck-Leisegang correction for this very small mean energy loss region
in which no experimental verification has previously been performed. In
addition, it was possible to obtain a sufficiently thick pathlength to reach
a region which had been experimentally verified using a proportional
counter to measure the energy loss of protons with energies comparable
to those available to us. These distributions were obtained using both

the Shonka tissue-equivalent proportional counter and, as a double-check,
using the brass test counter with thin (0.00025" mylar) entrance and

exit windows.

Figure 5 shows the distribution obtained with 43.7 MeV
protons passing through a gas path of 4.00 mg/cm2 (600 Torr pressure
in the brass test counter) compared to that predicted by Vavilov. This
distribution represents the largest mean energy loss (49.5 keV) examined,
and therefore requires the smallest Blunck-Leisegang correction factor.
Energy loss distributions for mean energy losses ranging down to 1. 64 keV
are shown in figs. 6 through 10. The experimental conditions for all of
these distributions are summarized in table I and the experimental results
in table II.

The energy loss distribution at 600 Torr is in a region
comparable to that examined experimentally by Gooding and Eisbe rg1 9
using an argon filled proportional counter to study the energy loss distri-
butions of 37 MeV protons. Their broadest energy loss distribution had
a mean energy loss, A, of 34 keV and a k of 0.0425 compared to
A = 49.5keV and K = 0.0375 for our data shown in Fig. 5. The agree-
ment of the experimental resolution (FWHM) obtained for our situation
with the Vavilov theoretical resolution (42% experimental versus 37%
theoretical) is comparable to that obtained by Gooding and Eisberg
(50% experimental versus 45% theoretical), the experimental resolution
being consistently somewhat greater than predicted by Vavilov's formu-
lation even for K values in this range (Gooding and Eisllofrlg4actua11y
compared their results to a theory developed by Symon™ 7 for inter-
mediate K values, but Seltzer and Berger have shown that Symon's
theory leads to essentially the identical result as Vavilov's). It will be
noted that ag the mean energy loss decreases and the Rlunck-T.eisegang

parameter b2 increases, the correction to the Vavilov theory becomes
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more and more important. The Blunck-Leisegang corrected theoretical
resolutions listed in table II have associated with them an uncertainty of
approximately * 2%, due to the accuracy with which the correction factor
can be read from published curves. 20 As a result of the counting statis -
tics associated with each of the individual experimental points the reported
resolution values have an uncertainty of approximately + 3%, estimated
graphically from the extremes of the smooth curves which could be drawn
through the points. In all cases examined the agreement between the
experimental results and the theoretical predictions using the Blunck-
Leisegang correction is very good.

The experimental resolutions reported for the brass counter
have been corrected for noise broadening and for the broadening due to
statistical fluctuations in the number of initial ion pairs formed in the
gas per unit of energy deposited and the fluctuations in the number of
avalanche electrons created per primary electron-ion pair formed in
the gas. This was done by writing an iterative computer program to
apply the correction method originally described by Freedman, et al. 2
The noise broadening was assumed to produce a gaussian spread in pulse
heights. The corrections for the statistics of ion pair formation and
multiplication were made using the Poisson type of distribution originally
worked out by Snyder22 and others, and most recently studied experi-
mentally by Campbell and Ledingham. 15 The average energy required to
produce an ion pair in the gas mixture was computed using the method of
Bortner and Hurst, 23 and using values of 31.5 eV for contaminated
helium and 33.5 eV for CO,. This yields a value of 31.7 eV for the
mixture. These corrections resulted in a maximum change in resolution
of 3% for the distributions examined. Since these corrections were so
small, the data obtained in the Shonka counter were not corrected in this
manner. It should be noted that the periodic structure seen in the tails
of the computer corrected curves is an artifact introduced by the com-
puter program.

Several additional comments should be made concerning
tables I andII. The average energy loss, A, was computed using
Barkas and Berger'sll two-variable stopping power tables, using
effective values for Z/A and the mean excitation potential, I, computed
according tol8

)N
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and

-1

Z Zi

where p. is the fraction by weight of the i& compound in the mixture.
The relative skewness of the various distributions is indicated by the
ratio of the most probable energy loss (peak of the distribution) to the
mean energy loss, Amp/A. The ratios listed in the table are computed
from theory, but an integration of the experimental curves (using a
planimeter) for 600 Torr and 200 Torr gave excellent agreement with
the theoretical ratio. The theoretical resolution associated with a
Vavilov distribution corresponding to the 600 Torr experiment was
measured from the plotted theoretical distribution, while for all other
pressures it was computed according to the relation,

FWHMLandau = 3.98 § ,

which has been shown by Breuer_24 to hold for Laéndau distributions. It
might be noted that the preduct A x A = 5 x 10~ eV for all cases,
which is well below the '‘good behavior criterion't limit reported by
Hanna, Kirkwood, and Pontecorvo,2> and since verified by a number of
experiments. This criterion requires that this product be less than

10° eV.

One additional very important point should be kept in mind
when comparing experimental distributions with any of these theoretical
treatments. The Landau-Vavilov theory, with or without Blunck-
Leisegang corrections, predicts the distribution of energy losses by the
protons on passing through the sensitive volume of the proportional
counter while the spherical proportional counter obviously measures
only the energy absorbed in the sensitive volume. These two quantities
will only be equal if the pathlength available to secondaries in the detector
is greater than the range of the maximum energy delta rays which may
be produced. If a significant number of delta rays should deposit only
part of their energy in the counter, this could change the absorbed
energy spectrum considerably. The magnitude of this effect and its
exact influence on the resulting distributions is very difficult to predict
accurately. However, we can get an estimate of the importance of these
cffccts by calculating the fraction of the total energy loss in the counter
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given on the average to electrons whose range is comparable to or
greater than our detector thickness:

- In{e /e ) In [e /e
Az(ﬁoztzl; - H(e(mr::;{e oL (max 6)

. €
m1n) Zln‘ max

I

This ratio, for 40 MeV protons, is approximately 5%, 8% and 11% for
pressures of 600, 200 and 100 Torr, respectively. Itis very difficult
to estimate this quantity accurately for the case of 20 Torr pressure
since the thickness of the counter (= 10-4 g/cm?) is below the range
covered by available range-energy tables for electrons. An extrapola-
tion beyond the range covered gives a very crude estimate of 20% for
the ratio in this case. Thus, this effect may be of some importance for
proton energies in this range for the range of tissue volumes simulated.
However, for small K such as obtain for all of our distributions, this
effect will only distort the tail of the distribution and not affect the
width of the peak, since the peak is primarily due to the numerous low
energy delta rays. Comparison of the resolutions (% FWHM) is there-
fore still a very meaningful measure of the agreement between theory
and experiment. In addition, it should be strongly emphasized that to
the extent that this effect may be of importance it represents a limitation
only in the sense of complicating the comparison of the complete experi-
mentally determined energy absorption distributions with the theories
predicting the energy loss distributions of charged particles, since
exactly the same thing would occur in a microsphere of tissue and the
resulting experimental energy absorption distribution would be exactly
that which is of importance biologically. This is one of the important
reasons for determining such energy deposition distributions directly
even in simple cases.

It might be noted that while most previous experimental
studies of '"Landau-type'' distributions have been carried out with
electrons, a number of experimenters have obtained distributions
broader than predicted by the Landau-Vavilov theorz. In a series of
experiments by Rothwell, 26 West, 27 and Bradley, 8 for example,
using a proportional counter filled with either neon, argon, or krypton
to measure the energy loss distributions due to minimum ionizing
electrons, it was found that the most probable energy loss was correctly
given by the Landau theory but that the experimental distributions were
considerably wider than predicted. Kageyama, et a1%? found good
agreement with the Blunck-Leisegang theory for passage of conversion
electrons through thin metal foils.




C. Frequency Distributions of Microscopic Energy Deposition

Since extensive testing has now shown that the proportional
counters and the coincidence scheme performs properly within the limits
of the pertinent parameters, determination of microscopic energy depo-
sition distributions has been initiated. This is accomplished in this
relatively low energy range by exploring the counter response with small
diameter beams. The variation in effective wall thickness across the
area of the counter is sufficient to change the energy of protons entering
the sensitive volume significantly and therefore, if one were to attempt
to imbed the counter in a phantom for protons in this energy range, the
results would be completely meaningless. For 46 MeV protons, for
example, with the counter as close to the surface of the phantom as is
possible, 13% of the counter would be at a depth greater than the range
of the protons. The situation is quite different, of course, at higher
energies or with smaller counters. Therefore, while this chamber can
be used at higher energies, in this energy range the energy deposition
spectra must be determined by observing the spectrum due to protons
passing along a diameter, and utilizing changes in gas pressure to
change the effective pathlength in the simulated tissue microvolume.
Before describing results of this type of examination, however, several
related experimental results should be examined which were instrumen-
tal in crystallizing the experimental approach taken.

Our first test was performed to determine the importance
to the energy deposition spectra of delta rays which produce their
ionization in parts of the sensitive volume not along the path of the pri-
mary protons, and thus to determine the importance of the shape of the
sensitive volume used to examine energy deposition distributions aleng
individual pathlengths. Since the gas gain along the center electrode is
quite uniform with the proper voltage applied to the field shaping elec-
trodes but very nonuniform when they are grounded, ccincidence spectra
for protons passing along a diameter perpendicular to the center elec-
trode would be expected to differ for the two situations if there is a
significant contribution to the energy deposition spectra from delta rays
which produce their ionization in portions of the sensitive volume other
than essentially along the primary proton path. This was examined at
20 Torr, since the effect would be most pronounced at low gas pressure,
for two reasons. First, a given energy delta ray ejected at an angle to
the proton path would travel further into other parts of the sensitive
volume. Second, the nonuniformity of gain along the wire increases
with a decrease in gas pressure, making the test more sensitive. No
change in the shape of the distribution due to this cause was observed
either for coincidence or collimated only spectra. However the sensi-
tivity of such a test is hard to evaluate. Assuming that multiple coulomb
scatter is amall, sn that the energy spectrum for a small beam at a

..............

given depth is essentially the same as would occur at the same depth for
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an infinitely broad beam, the energy deposition spectrum may be
determined at a given tissue depth by observing the spectrum along a
fixed path while changing the gas pressure to change the effective path-
length in the simulated tissue microvolume. The response of an entire
spherical, or arbitrarily shaped, microvolume at that depth can then be
obtained by folding together the distributions on the basis of the relative
number of pathlengths of each value in the given geometrical shape.

While it is well established! 7 30 that multiple coulomb
scattering, represented as the average difference between the depth of
penetration and the total pathlength of protons, is of the order of only
a few tenths of one percent for protons in this energy range stopping in
low Z materials, experiments have been performed to investigate dir-
ectly whether multiple coulomb scatter may be ignored in our experi-
ments. It was previously observed that spectra taken with a collimated
proton beam were consistently somewhat broader than those taken in the
coincidence mode. This was initially interpreted as most probably due
either to small angle scattering in the tissue-equivalent walls or due to
poor collimator alignment. Several results now point to collimator
effects as the most probable cause, indicating that multiple scattering

in the walls is probably of much less importance than was first suspected.

The first evidence was a direct test of this point, in which a collimated
beam was observed in the brass test counter, first through only the thin
entrance window and then through a 1/16-inch piece of tissue-equivalent
plastic directly in front of the window. Since no difference was observed,
multiple scattering, at least after passage of the protons through this
thickness, cannot be a significant factor. Second, using an improved
collimator design, during one run the difference between collimated and
coincidence spectra was found to be insignificant. This was interpreted
as due to fortuitous good alignment, thus eliminating collimator edge
effects, for this particular setup thus again pointing to collimator effects
rather than multiple scatter in the walls as causing the difference pre-
viously reported between collimated and coincidence spectra. Finally,
and most significantly, in the course of the run in which this agreement
was observed, coincidence and collimated only spectra were compared
with > 1. 22 g/cmz of polystyrene degrader in front of the counter and
no difference was observed. This is very good direct evidence that
multiple coulomb scatter is of little importance even at this depth, which
is well up on the rising portion of the '"Bragg type' curve for this energy
proton (40.3 MeV). It will be of interest to. perform an anticoincidence
experiment to determine whether there is any indication of any contribu-
tion at all from multiply scattered protons. This type of experiment
should lead to a positive conclusion. The points discussed are pertinent
only for this initial energy proton. The situation would be expected to
be quite different at higher energies.




All indications are, then, that we can proceed according
to the method described above. Accordingly, a preliminary run was
made to determine the absorbed energy distributions for one effective
sphere diameter (1.18 microns of tissue) as a function of depth in
Shonka tissue-equivalent plastic, for protons with an initial energy of
44 MeV. The results of this examination are summarized in table 3.
For each depth examined the p-i-n proton spectrum was, of course,
that after passage through the second 1/16-inch tissue-equivalent wall
and a small air path, rather than the actual energy spectrum entering
the simulated microvolume. The energies listed in table 3 are, however,
calculated!! values of the actual mean energies entering the simulated
microsphere. It will be noted that the energy deposition distributions
retain their characteristic peaked shape even at the largest depths (the
last two distributions were obtained with collimated beams only since
the residual proton energy was insufficient to reach the p-i-n detector).
It should be pointed out that the relative peak heights (representing the
most probable energy loss) are not simply related to the relative average
stopping power of the protons entering the microvolume, since the ratio
Amp/A is increasing significantly as the mean energy of the proton
spectrum decreases. The widths of the distributions, of course, are
determined by the combination of two effects; the fractional width tends
to decrease as the mean energy of the incoming protons decreases
(increasing the mean energy loss in the cavity), while the increasing
energy spread of the proton spectrum tends to broaden the peak of the
distribution. Such an interplay would be extremely difficult to predict
theoretically with any confidence and points out once again the need for
direct measurements of such distributions. Representative proton
spectra are seen in Figs. 11 and 12, which are the spectra observed
after passmg through 0. 447 g/cm2 (first case in table 3) and after
1.59 g/cm (fifth case in table 3), respectively. It will be seen that
the FWHM has increased from approximately 3% (1.1 MeV) to approxi-
mately 56% (4.4 MeV). The corresponding coincidence spectra are
seen in Figs. 13 and 14. It will be noted that the increased energy loss
at this depth more than compensates for the large increase in proton
energy spread, the combined effect resulting in a distribution with a
narrower peak than near the surface.

A similar preliminary run was made using the higher
energy protons available at the Harvard cyclotron. An energy calibra-
tion performed by the Harvard cyclotron personnel using range in
aluminum as the criterion, indicated an initial proton energy of
125.5 £ 0.8 MeV. As a check, a ''Bragg type'' ionization curve was
measured just prior to our experiment, This value is consistent, within
the limits of error, with energy measurements made by us using the
silicon p-i-n detector. The beam spot had a diameter of >~ 7Tmm. Non

ArmimeiAanmcra Aamantman £fas thia kA = AalAanmay A A1—\MA(>Q1- wara nn]
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lected for depths ranging from the equivalent of 0. 21 g/cm2 of water
(one tissue-equivalent wall) to 11.61 g/cmé of water (beyond the mean
proton range). Coincidence spectra were also obtained for several of
the shallower depths.
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Unfortunately, differences between coincidence spectra and
collimated only spectra were evidenced, resulting, in the worst case, in
a shift in the peak of the distribution from channel 42 for the coincidence
spectrum to channel 50 for the collimated only spectrum. This is be-
lieved to be due primarily to a poor geometrical situation, resulting in a
divergent lower energy component scattering from the collimator. Evi-
dence for this is also seen in the p-i-n energy spectra obtained. These
show a significant number of particles leaving less energy than those
passing through the entire detector length. Because of these factors the
non-coincidence spectra should be considered to show general trends ~
only. Additional experiments to explore the attual irradiation conditions
would be necessary before more definitive data could be obtained in this
manner with this beam. The coincidence spectra, selecting only peak
energy protons entering the detector essentially parallel to the nominal
beam direction, should, of course, still be valid.

The pertinent results of the non-coincidence spectra are
presented in Fig. 15 and table IV. In Fig. 15 the distributicns at dif-
ferent depths have been normalized to the same number of counts in the
peak channel and to the same peak channel, to more clearly show the
manner in which the distributions are changing with depth. The trends
seen in table IV will be noted to agree with those for the lower energy
shown in table III, and the same explanatory comments are therefore
pertinent in this case. Of particular interest in this case are the last
three depths examined. These correspond to the '""Bragg %eak'

(11.05 g/cm?) and pomts at 67% of the peak (11.41 g/cm“) and 39%
of the peak (11.61 g/cm ), both on the rapidly falling far side of the
"Bragg-type" 1omzat1on curve. The coincidence spectra for depths of
0.21 g/cm?, 5.31 g/cm2, and 9. 56 g/cm2 H,O are shown in Figs. 16,
17, and 18, respectively. The system gain is the same for these three
figures. None of the results obtained at this energy have thus far been
corrected for noise and resolution broadening.
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IV. SPHERICAL SILICON Au-i-Al DETECTORS

During the past year studies were initiated to improve the
quality of the silicon lithium compensated 4w detectors. These studies
included, (a) methods for establishing the gold surface barrier,

(b) characteristics of the aluminum contact, (c) studies of the collection
efficiency as a function of the section of the sphere through which the
particle enters. In these studies it was found that the current through
the device was primarily a function of the processing involved with the
formation of the surface barrier under the evaporated gold volume. A
number of interesting aspects were discovered. One was the degree of
washing required to completely free the silicon surface of the etching
compounds. Barriers established on incompletely rinsed surfaces pro-
duced extremely high current devices. The quality of the barrier
established was also found to be controlled quite critically by the quality
of the gold evaporation. The lowest current devices were made by
ultrasonically bonding a 1 mil gold wire to the device after the gold
evaporation. Leads placed directly on the silicon before evaporation
produced extremely high currents. It was also found that these barriers
require a certain aging in a rather high humidity atmosphere. Aging of
the compensated material in this same atmosphere before gold evapora-
tion does not produce the same quality barrier as that obtained by aging
after gold evaporation. With respect to the second contact, it was found
that in order to get a nonrectifying ohmic contact it was necessary to
evaporate the aluminum only on a lapped surface. A study of the noise
characteristics as a function of the material used on this back contact

is now in progress. Materials which are now being studied for back
contact use are aluminum, copper, and platinum. Associated noise with
each will be studied as a function of silicon surface preparation. Through
the use of a collimated Snll3 source the collection efficiency as a func-
tion of the entrance surface has been studied. Curves of pulse height
versus field strength for the various entrance positions are being obtained
for each type of contact. It is hoped that these studies will yield a con-
sistent method for obtaining low noise and complete collection efficiency
for the entire bulk. The use of platinum was found to produce a better
barrier on the compensated silicon than does gold. The latest spheres
have been fabricated in this manner. It only remains to establish good
n* contact.
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V. CONCLUSIONS AND RECOMMENDATIONS

All the necessary groundwork has now been laid for
determination of meaningful proton energy deposition spectra. The
proper instrumentation has been perfected and thoroughly tested, the
pertinent proton interaction parameters have been examined in detail,
and preliminary exploratory runs have been completed at two energies.
It has been possible, in addition, to examine some facets of proton
energy loss distributions for mean energy losses lower than previously
reported in the literature. Good agreement has been found with the
Blunck-Leisegang corrected Vavilov theory. A thorough examination
of energy deposition distributions as a function of tissue depth for pro-
tons with an initial energy of 40-45 MeV will be undertaken shortly.
For protons in this energy range, in which multiple coulomb scatter
evidently does not significantly affect the resulting energy deposition
distributions, the distributions will be obtained at a given depth by ob-
serving the spectrum for protons passing along a diameter and changing
the gas pressure to change the effective pathlength in the simulated tis-
sue microvolume. The resulting spectra can then be folded tcgether on
the basis of the relative number of pathlengths of each value in a spheri-
cal or arbitrarily shaped volume in order to simulate the response of
the entire microvolume. A computer program will be necessary for
this purpose. It should be kept in mind that for a situation in which
multiple coulomb scatter cannot be ignored this approach cannct be
used, and more elaborate experiments would have to be carefully de-
signed to properly account for such scatter. In the experiments to be
performed in this energy range, care will be taken to obtain sufficient
statistics to carefully examine the characteristic high energy tail of the
energy deposition distributions. This is extremely important, since the
high energy tail must be assumed to be of considerable significance
biologically, and it is just in this part of the distributions that, even in
many simple cases, the theoretical energy loss distributions cannot be
expected to predict at all realistically the actual energy deposition dis-
tributions, because of {-ray effects.

When energy deposition distributions have been determined
for various energies and various simulated tissue microvolumes, the
biological implications of these distributions should be examined by per-
forming parallel irradiations of biological matter. It is hoped thata
complete understanding of the relation between microscopic absorbed
energy distributions and biological effect might lead tc a general model
of radiation damage which would, for example, allow predictions of pro-
ton or other heavy particle induced damage based on the widely studied
and well documented effects of x-rays on biological systems.
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An effort will also be made to completely characterize the
response to high energy protons of the tiny spherical, silicon, Au-i-Al
detectors and plastic scintillating beads. In addition to being useful for
studies of high energy proton energy deposition distributions occurring in
anatomical situations in which the use of spherical proportional counters
is impossible due to their inherently large size, they may also be used
in other geometries to investigate the dose distributions at bone-tissue
interfaces, etc.




45

¥9 1 €°9¢ 2100 °0 611°0 wnoﬁxmm.ﬂ 0¢ L¢P sserd
Le-g 0Z°8 €000 Z8¢ 0 “vnoﬂ X 00°¥ 09 ¢ 0% C R
22°8 0€°S | 29000 ¥6G°0 wuoH X 99°9 00t L ¢¥ sselig
¢l 82°¢ 8010 0 666 °0 m-oﬁxoo._u 061 € 0% C RN E
791 ¥9°¢ g210°0 61°1 0T X eerT 00¢ L ¢¥ sseid |
S 6% 68°0 GL€0°0 LS ¢ m|oH X 00°F% 009 Le¥ ssexdg |
(A®) - - (A1) (,w2/3) (rz01) (APIN) -
VY ‘ssory
ABxoug q ¥ 3 d = s sinssdxg | A3rouy I3junon
- 7 sen uojoxd

pPoutWwexy suonnqriljsi(] sso A819uj uojord I0y sUOTITPUOS) Jejuswitradx g

I 9198 L



_ ‘UOTINOSSI I9JUNOD PUE ISIOU [BD1I}0912 10f 19Indwiod Aq PaIdAIIODd JON,,

9¢1 SET s g6 ¥9 "1
e8L 9L 9% “ 9 - Le"S
09 €9 1984 L9 22°8
eV 8 ] 1§74 oL 2°¢l
14" 79 14 L 791
(A4 1§74 LE 08" G 6%
(NHMI %) - (A2)
UOIIDDIIOD y/dwy ‘ssor ABxoug ¥ ‘ssoT
1euswtaadx® Suedestory-youniyg | AOJIABA ueaIN 03 9[qeqoxrd ABaouqg
YITM AOTIABA 3SON Jo onrey ueaN

suoninqraisig ssorf A8xsuyg uojoxd

II @19®L

46




Table III

Summary of Absorbed Energy Deposition Parameters for a

1.18 micron Tissue Path (Ej = 44 MeV)

Depth in Energy of Proton
Relative Peak
Tissue-equivalent Entering
Peak Height Width
Plastic Microvolume
(g/cm?®) (MeV) - (% FWHM)
0.210 41 1.0 140
0.780 30 1.4 112
1.065 25 1.8 106
1.209 22 2.1 114
1.350 i8 2.6 98
1.494 14 4.0% 982
1. 636 7 8.0% 1202

%These energy deposition spectra were obtained using collimated
beams.
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Table IV

Summary of Absorbed Energy Deposition Pa.ramel:ersT

for a 1.18 micron Tissue Path (E; = 125.5 % 0.8 MeV)

Depth in MeEa:.n Proton Relative Width of
nergy
H,O Entering Peak Height Peak
Microvolume
(g/cm?) (MeV) - (% FWHM)
.21 124.5 £ 0.9 1.00 360
5.31 88.2+1.0 1.60 275
9.56 44.4 + 1.6 3.40 200
10.56 28.2 x£2.5 4.94 154
11.05 16.2 + 3.8 7.20 145
11. 41 2 11.6 142
11. 61 -2 14,0 156
TThese distributions are for a collimated beam.
*Mean range of 125.5 MeV protons is
11. 33 g/cm? H,O0.
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